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**ENHANCING BIOMETRIC AUTHENTICATION THROUGH THE APPLICATION OF RELU AND MULTILAYER PERCEPTRONS IN MOUSE MOVEMENT ANALYSIS**

Уймин А.Г., Белоусов А

This paper presents the findings of a pioneering study focused on the development of a biometric authentication algorithm leveraging the dynamics of mouse movements. The core methodology integrates Rectified Linear Units (ReLU) and multilayer perceptrons, components of neural network architecture, to analyze and interpret the intricacies of mouse motion [1], [2].

In our approach, each neuron's output in a given layer (denoted as for the neuron in layer ) is computed as a weighted sum of its inputs, followed by a non-linear activation function—specifically ReLU for hidden layers. This is mathematically represented by the ReLU function (1) which introduces non-linearity to the learning process, essential for capturing complex patterns.

|  |  |
| --- | --- |
|  | (1) |

The network consists of two layers. The transformation from inputs to outputs within the network is structured through the application of weighted sums followed by the activation function, where the weight matrix represents the synaptic weights between layer and layer.

The softmax function (2) is employed at the output layer to convert the logits into a probability distribution over the predicted classes [3].

|  |  |
| --- | --- |
|  | (2) |

The research demonstrates that the utilization of ReLU activation functions within multilayer perceptrons significantly improves the algorithm's ability to distinguish between individual users based on their unique mouse movement patterns, processed through a softmax layer for accurate probability representation. Key findings indicate that this method not only enhances the accuracy of user authentication but also introduces a level of robustness against common spoofing attempts.
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